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ABSTRACT 
Configuration of feature models in software product-lines 
typically involves manipulating a model to modify the feature 
selections and analyzing the model to ensure that no configuration 
constraints are violated. In order to capture and reuse 
configuration knowledge from different users, model 
transformation and constraint languages can be used to specify 
and automate the constraint checking and model manipulation 
processes. However, this approach presents challenges to general 
end-users (e.g., domain experts who may not be programmers) 
who do not have experience using these languages. This paper 
presents a demonstration-based technique to support the capture 
and reuse of feature model configurations. 

Categories and Subject Descriptors 
D.3.3 [Programming Languages]: Language Constructs and 
Features – abstract data types, polymorphism, control structures.  

General Terms 
Design, Languages 

Keywords 
Feature Model, Model Transformation By Demonstration 

1. INTRODUCTION 
Feature models have been widely used to model software product-
line (SPL) variability [1]. A correct variant is configured by 
selecting the desired features that satisfy the product requirements 
without violating any feature model constraints. Instead of 
configuring the whole variant by a single expert, an SPL may 
need to be configured collaboratively by different individuals 
through a series of feature manipulation and analysis actions. For 
instance, an SPL configuration may span multiple engineering 
domains, such as hardware and software features, so defining a 
complete configuration requires participation of multiple 
engineers to make feature selections and perform correctness 
checking (e.g., check the cross-tree constraints in a feature model). 
In addition, the same part of a configuration may be refined by 
different individuals (e.g., senior engineers may address errors or 
undesired configurations specified by entry-level engineers). 

 
Based on this collaborative context, a key challenge is that not all 
individuals may have the required domain knowledge to 
completely configure a variant in a feature model. Moreover, as 
individuals join and leave an organization, critical configuration 
knowledge may be lost. Therefore, capturing configuration 
knowledge from different individuals and supporting feature 
model configuration through knowledge reuse is an essential task. 

If feature models are created using domain-specific modeling 
tools (e.g., GEMS [7]), a simple approach to capture configuration 
knowledge is to save representative configuration examples in 
individual files or models, which can be reused in other contexts. 
However, reusing this type of knowledge is not flexible due to a 
lack of automation. Users have to first understand the reference 
configuration and then manually perform the necessary 
manipulation or analysis on their feature models to duplicate it. 
An alternative to automating the capture and reuse of feature 
model configuration knowledge is to specify the configuration and 
constraint rules using a Model Transformation Languages (MTL) 
[3], or constraint language (e.g., OCL). With this approach, the 
model editor can check constraints and perform necessary 
configuration actions automatically at modeling time when users 
are building the configurations. However, the usage of MTLs and 
constraint languages requires developers to learn these languages, 
which are not typically focused on product-lines, as well as the 
related deeper modeling concepts (e.g., understanding technical 
details of the metamodel). Such challenges may prevent some 
general end-users from capturing and specifying feature model 
manipulation and analysis tasks for which they have extensive 
domain experience. Similarly, although automated configuration 
approaches (e.g., formulations of feature models as a Constraint 
Satisfaction Problem - CSP) can provide intelligent support in 
feature configuration [6], optimization and error correction, there 
are often configuration rules that domain experts do not know 
how to formalize using CSP or SAT languages 

To overcome these challenges and provide an end-user approach 
for capturing feature model configuration rules without learning a 
transformation or constraint language, we have investigated the 
idea of using Model Transformation By Demonstration (MTBD) 
[2] to automatically capture configuration knowledge and 
automate the reuse of the captured knowledge.  
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directly. The generated patterns are invisible to users (Figure 5, 
6, 7, 9, 10 are presented for the sake of explanation, which are 
not visible to users when using MTBD). Therefore, users are 
fully isolated from metamodel definitions and implementation 
details. Moreover, because no MTLs and tools are used in the 
implementation of MTBD, users do not need to know any 
constraint or model transformation languages. 

In the current implementation, some limitations are still present 
that require further improvement. It is not convenient to express 
more generic constraints by demonstration and refinement. For 
example, if LCD32_37 can only apply the maximum Refresh 
Rate, the maximum value cannot be reflected easily by 
demonstration or refinement. Furthermore, it would be more 
helpful to enable live transformation pattern matching and 
execution, rather than allowing users to execute the patterns 
manually. Users can be prompted with notifications about the 
potential constraint satisfaction/violation, or error correction. In 
addition, instead of storing the transformation patterns locally, 
using a remote repository to share their configuration and 
analysis patterns may improve knowledge reuse and 
communication. Finally, how to check the correctness of the 
demonstration, when applying multiple patterns to a feature 
model, and how to detect and resolve the conflicts among them 
are other essential issues. 

 

5. RELATED WORK 
MTLs are powerful tools to support feature model 
configurations. Both textual and graphical MTLs are applicable 
to these tasks, but they all share the challenges of a steep 
learning curve that requires knowledge of metamodel 
definitions. Similar to MTBD, Model Transformation By 
Example (MTBE) [4] is another approach to simplify the 
implementation of model transformations by inferring 
transformation rules from the given mappings. However, this 
approach focuses on transformation between different domains, 
so it is not appropriate for the feature model manipulation and 
analysis tasks that occur in the same domain.  

Some intelligent approaches to automatically detect and fix 
configuration have been investigated by White et al. [5]. They 
focus on specific constraint checking and correction techniques, 
which calculate the minimum error fixing operations based on 
the input model and a set of constraints. Instead, we concentrate 
on more generic figure model configuration tasks and enabling 
end-users to easily specify their own constraints during the 
feature model editing process. 

 

6. CONCLUSIONS 
A number of manipulation and analyses are frequently 
performed when configuring feature models. This paper 
described an application of Model Transformation by 
Demonstration to simplify the specification of such 
manipulation and analysis in feature models, so that 

general end-users can convert their knowledge on configuration 
and constraints into transformation patterns, which can be 
reused in any feature model to automate similar processes. 

7. ACKNOWLEDGMENTS 
This work is supported by NSF CAREER award CCF-1052616. 

8. REFERENCES 
[1] Metzger, A., Pohl, K., Heymans, P., Schobbens, P., & 

Saval, G. Disambiguating the Documentation of Variability 
in Software Product Lines: A separation of concerns, 
formalization and automated analysis. Requirements 
Engineering Conference, New Delhi, India, Oct. 2007, 
243–253. 

[2] Sun, Y., White, J., & Gray, J. Model Transformation by 
Demonstration. Model Driven Engineering Languages and 
Systems, Denver, CO, Oct. 2009, 712-726. 

[3] Sendall, S. & Kozaczynski, W. Model Transformation - 
The Heart and Soul of Model-Driven Software 
Development. IEEE Software, vol. 20, no. 5, 2003, 42–45. 

[4] Balogh, Z., & Varró, D. Model Transformation by Example 
Using Inductive Logic Programming. Software and Systems 
Modeling. vol. 8, no. 3, 2009, 347-364. 

[5] White, J., Schmidt, D., Benavides, D., Trinidad, P., & 
Ruiz-Cortes, A. Automated Diagnosis of Product Line 
Configuration Errors in Feature Models. International 
Software Product Line Conference, Limerick, Ireland, Sep. 
2008, 225–234. 

[6] Batory, D., Benavides, D., & Ruiz-Cortes, A. Automated 
Analysis of Feature Models: Challenges Ahead. Comm. of 
the ACM, vol. 49, no. 12, 2006, 45-47. 

[7] GEMS, http://www.eclipse.org/gmt/gems/ 


